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Figure 1: Sketched Reality explores bi-directional interactions between AR-based virtual sketches and actuated tangible UIs.
When the user sketches a virtual spring (green lines), the user can start pulling the spring with a physical robot (yellow box), so
that the sketched virtual spring affects the physical robot by applying the force like a slingshot game (virtual → physical).
When the robot hits the virtual sketched circles, then the robot also affects the virtual objects, as if the physical robot collides
with virtual sketched circles like a billiard board game (physical→ virtual).

ABSTRACT
This paper introduces Sketched Reality, an approach that com-
bines AR sketching and actuated tangible user interfaces (TUI) for
bi-directional sketching interaction. Bi-directional sketching
enables virtual sketches and physical objects to “affect” each other
through physical actuation and digital computation. In the exist-
ing AR sketching, the relationship between virtual and physical
worlds is only one-directional — while physical interaction can
affect virtual sketches, virtual sketches have no return effect on the
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physical objects or environment. In contrast, bi-directional sketch-
ing interaction allows the seamless coupling between sketches and
actuated TUIs. In this paper, we employ tabletop-size small robots
(Sony Toio) and an iPad-based AR sketching tool to demonstrate the
concept. In our system, virtual sketches drawn and simulated on an
iPad (e.g., lines, walls, pendulums, and springs) can move, actuate,
collide, and constrain physical Toio robots, as if virtual sketches
and the physical objects exist in the same space through seamless
coupling between AR and robot motion. This paper contributes a
set of novel interactions and a design space of bi-directional AR
sketching.We demonstrate a series of potential applications, such as
tangible physics education, explorable mechanism, tangible gaming
for children, and in-situ robot programming via sketching.

CCS CONCEPTS
• Human-centered computing → Mixed / augmented reality.
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1 INTRODUCTION
With the advent of augmented and mixed reality (AR/MR) technol-
ogy, many Human-Computer Interaction (HCI) researchers recently
started exploring AR sketching as a means of interactive authoring
and exploration of AR objects. In contrast to screen-based sketch-
ing [27, 46], AR sketching allows us to embed virtual sketches in
the real world, which helps combine digital and physical worlds
in more immersive and improvisational ways for designing [4],
annotating [19], and collaborating [11] in the real world.

However, in the existing AR sketching tools, or in the existing
AR interfaces in general, the coupling between AR sketches and
the physical world is only one directional —meaning that virtual
sketches have no effect on the physical environment. (Figure 2
left).

This paper introduces Sketched Reality, an approach that com-
bines AR sketching and actuated tangible user interfaces (TUI)
for bi-directional sketching interaction (Figure 2 right). In our
paper, bi-directional sketching interaction refers to the interaction in-
between virtual sketches and actuated physical objects that affect
each other through physical actuation and digital computation.

To demonstrate this concept, we employ tabletop-size mobile
robots (Sony Toio) and an iPad-based AR sketching interface to
seamlessly couple physical robot and virtual interactive sketches.
With our system, the user can sketch and embed lines onto a table-
top surface using an iPad and WebXR (A-Frame and 8th Wall).
Similar to conventional AR sketching [52], these sketched lines are
dynamic so that they can interact with tabletop robots that can
represent an actuated tangible object. By dynamically calculating
the collision and simultaneously moving these robots, it is possible
to make illusions, as if virtual sketches and the physical robots
affect each other.

This paper presents a set of design space of such a bi-directional
sketching interaction in the following four categories: 1) boundary
constraints (e.g., contour, walls), 2) geometric constraints (e.g., con-
stant length, angle), 3) applied force (e.g., gravity, friction, attraction
force), and collision (e.g., hitting objects). In total, we formulate the
eight different interactions between virtual sketches and physical
robots. By combining these elements, the user can quickly and
easily create interactive effects on-demand in an improvisational
and tangible manner, without any pre-defined programs or config-
urations. For example, sketched lines in AR can dynamically create
a virtual constraint that can actually enclose and move actuated
tangible objects. Or a sketched virtual material can provide a force
to a physical object so that the user can shoot like a slingshot. We
demonstrate the potential of this approach through various use
cases and application scenarios, such as tangible physics education
for children, explorable mechanism, tangible gaming, and in-situ
robot programming and actuated TUI via sketching. We believe
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Figure 2: While, in conventional AR (such as in [52]), the
virtual graphical information is affected by physical objects
and actions, Sketched Reality explores how virtual can also
affect physical objects by incorporating actuation with AR
sketches.

this paper opens up a new way of interactions and exploration for
AR and tangible user interfaces.

The core novelty of this paper lies in the first exploration of the
concept of bi-directional sketching interaction and its comprehen-
sive design space. More specifically, this paper makes the following
contributions:

(1) A concept and design space of Sketched Reality, allowing
AR sketches to bi-directionally interact with actuated TUIs.

(2) An implementation of the system that uses a small tabletop
robot (Sony Toio) as actuated objects and mobile AR (iPad
and WebXR) as AR sketching interfaces.

(3) Interaction techniques and application scenarios enabled
by our system, which includes tangible education, interac-
tive games, and in-situ robot programming and control via
sketching.

2 RELATEDWORK
2.1 Augmented Reality Sketching Tools
In recent years, HCI researchers have explored various augmented
and virtual reality (AR/VR) sketching interfaces. For example, Just
a Line [16], TiltBrush [17], Gravity Sketch [18], and Vuforia Chalk
AR [19] are commercially available sketching tools that support
various 2D/3D sketching in AR/VR environments. In particular, one
of the unique benefits of AR sketching over screen-based sketch-
ing is that the sketched elements can be embedded, situated, and
contextualized in the real world, which allows the user interaction
tightly coupled with the real environment. For example, Vuforia
Chalk AR [19] allows the user to directly annotate a physical ob-
ject via sketching so that the sketches can be embedded in the
associated physical location, which is useful for many application
scenarios (e.g., real-time remote assistant between experts and
field technicians in a factory or construction site.) By combining a
tablet as a sketching canvas, SymbiosisSketch [4], VRSketchIn [9],
PintAR [11]) leverage a physical surface to serve as a geometric con-
straint for sketching in an immersive environment. Alternatively,
SweepCanvas [31] and SketchingWithHands [26] use a physical
object as a reference to create 3D shapes. These AR sketching tools
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enable a variety of applications, including education [43], enter-
tainment [4], design [57], and collaboration [11].

Whilemany of these tools only focus on embedding static sketches,
more recent work has started exploring how to embed dynamic
sketches to further blend virtual sketches with the real physical
environment. For example, RealitySketch [52] explores embedded
and responsive AR sketching, in which sketched objects can dynam-
ically animate and interact with physical motion in the real world.
To push the boundary of this AR sketching and tangible interaction
research domain, we explore this novel idea and demonstrates this
concept by combining augmented reality sketching with actuated
tangible user interfaces.

2.2 Actuated Tangible User Interfaces
The original motivation for actuated tangible user interfaces was
driven by the vision of coupling bits and atoms [41]. While tra-
ditional tangible interfaces can couple visual representation with
physical interaction, these traditional TUI systems often face a chal-
lenge of digital-physical discrepancy — the physical manipulation
can change the digital representation, but the digital computation
cannot change the physical representation of passive and static ob-
jects. Such seamless coupling between virtual and physical worlds is
not possible without actuating physical environment (e.g., changing
physical environments, corresponding to the changes in the digital
world). To address this limitation, HCI researchers have explored
the research concept of actuated tangible user interfaces [41] and
shape-changing user interfaces [2, 8, 44] since the early 2000s [39].
In actuated tangible user interfaces, physical objects are not merely
augmented with digital overlays but are themselves dynamic and
self-reconfigurable, so that they can change their physical prop-
erties to reflect the state of the underlying computation. These
works have been greatly explored through different techniques
such as magnetic actuation [40], ultrasonic waves [33], magnetic
levitation [29], and wheeled and vibrating robots [38]. In recent
years, a growing body of research started exploring tabletop mobile
robots as actuated tangible objects. For example, Zooids [24, 28]
introduces a swarm user interface, one of the class of actuated tan-
gible interfaces which leverage tabletop swarm robots. Similarly,
many different systems have also been proposed such as Shape-
Bots [54], HERMITS [35], HapticBots [53], Rolling Pixels [30], some
of which also leverage the same commercially available Sony Toio
robots [25, 35].

While most of these actuated tangible interfaces or swarm user
interfaces are designed to interact based on pre-programmed be-
havior, other researchers have also explored the way to enable
the user to program and design the motion on demand. For exam-
ple, Topobo [42], MorphIO [37], and Animastage [36] allow the
user to program physical behaviors with direct manipulation, as
opposed to programming on a computer screen, so that the user can
quickly control the actuation in improvisational ways. Most closely
related to our work, Reactile [51] also leverages projection-based
AR sketching to create virtual objects, which can be later bound
and programmed for the dynamic motion of swarm user interfaces.
However, Reactile only explores a small subset o bi-directional in-
teraction (i.e., only bounded geometric parameters between virtual
sketches and physical objects). In contrast, this paper provides a

more holistic view of bi-directional sketching interaction, provid-
ing eight different categories of the bi-directional virtual-physical
interaction of AR sketches and actuated tangible user interfaces.
We show that by combining these novel sets of design space and
interaction, we can achieve a more expressive and richer set of
interactions and applications, that were previously unexplored in
the literature.

2.3 Augmented Reality and Robotics
Augmented reality and robotics is a growing area over the last
decades [32]. While the majority of augmented reality interfaces
for robotics are considered AR-enhanced Human-Robot Interac-
tion (AR-HRI) [50, 55], there are also a number of prior works that
explore augmented reality for robotic and actuated tangible inter-
faces [50]. For example, exTouch [23] and Laser control Robot [21]
use AR as a control and manipulation for robots. AR provides rich
visual feedback and affordances, thus these AR interfaces provide
a more intuitive understanding of how the robots or actuated in-
terfaces should work. For example, AR is used to change the color,
appearance, and added information to the robot [49]. Additionally,
systems that allow human-robot interaction via sketching have
been explored in multiple prior systems [6, 47, 48]. These prior
works allow users to easily control physically actuated locomo-
tive robots to navigate in space. Some other works have explored
such sketch-based user interaction with augmented reality setup,
letting users directly draw instruction over a real-physical environ-
ment [21, 34].

As the primary goals of these prior works were to control robots’
behavior naturally, AR sketches (or reality overlaid virtual digital
information) affect the robot in a single direction, but not another
way around. In such a way, unlike conventional human-robot in-
structional interaction, we explore the combination of AR sketches
and actuated tangible user interfaces, that enhance bi-directional in-
teraction for users to affect digital information and physical objects
interactively via in-situ embedded sketching.

As we can see, most of the existing works use AR to only augment
the physical interface, but the interaction between AR objects and
robots is not widely explored in the literature [50], except for a few
examples. For example, Kobito [3] is one of the earliest explorations
of synchronous coupling between AR and physical objects, which
provides an illusion of virtual brownies pushing a physical cube. By
taking inspiration from the prior art, this paper explores how we
can support such interaction through improvisational AR sketching
so that the user can create these effects more quickly and intuitively.

3 SKETCHED REALITY
3.1 Concept
3.1.1 Definition. This section introduces the concept of Sketched
Reality. Sketched Reality is an approach to combining AR sketching
and actuated tangible user interfaces (TUI) for bi-directional sketch-
ing interaction. A bi-directional AR sketching interaction allows the
virtual sketches to move, actuate, collide, and constrain physical
objects through synchronized coupling between physical actuation
and virtual phenomenon (Figure 2 right). This enables us to further
blend digital and physical worlds [20, 50].
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Figure 3: Design space of Sketched Reality: The horizontal axis shows four basic categories of our design space: 1) boundary
constraints (left), 2) geometric constraints (middle left), 3) applied force (middle right), and 4) dynamic collision (right). The
vertical axis shows descriptions for each element about 1) physical → virtual interaction: physical movement/interaction
affects the behavior of the virtual objects (top line), and 2) virtual → physical interaction: virtual movement/interaction affects
the behavior of the physical objects (bottom line).

3.1.2 Requirements and Scope. For Sketched Reality, the physical
world needs to be synchronized with the virtual sketched animation
and movement. To achieve this goal, we need to incorporate the
physical actuation and reconfiguration through, for example, actu-
ated tangible user interfaces [41], swarm user interfaces [28], shape-
changing user interfaces [44], and reconfigurable environments [7].
The sketched interaction with all of these different configurations
of the system is vast and goes beyond the scope of this paper. There-
fore, in this paper, we specifically focus on bi-directional sketching
interactions with tabletop-scale small robots, that can act as actuated
tangible tokens and objects on a horizontal surface.

3.2 Design Space of Bi-Directional Interaction
In this section, we explore the design space of bi-directional inter-
action to understand how virtual and physical elements can affect
each other. We have identified four basic categories: 1) boundary
constraints, 2) geometric constraints, 3) applied force, and 4) dy-
namic collision (Figure 3). For each element, we describe 1) physical
→ virtual interaction: physical movement/interaction affects the
behavior of the virtual objects, and 2) virtual→ physical interaction:
virtual movement/interaction affects the behavior of the physical
objects.

3.2.1 Boundary Constraint. Boundary constraints refer to a virtual
or physical constraint based on a static (stationary object), such
as a wall or contour. The boundary constraint allows interaction
between a dynamic and static object — a dynamic object can freely
move in the physical or virtual space, whereas a static object stays
at a certain position. This also applies to both virtual and physical
worlds. For example, the physical boundary constraints also do the

same thing for a virtual dynamic object (Figure 3 left top), and the
virtual boundary constraints can prevent and reflect the physical
object (Figure 3 left bottom).

3.2.2 Geometric Constraint. Second, geometric constraints refer to
a fixed positional relationship between virtual and physical objects.
For example, consider the situation where the user applies the
geometric constraint as a middle angle between two lines, like
a bisector line of a triangle or two lines. In physical to virtual
interaction, when the user moves the endpoint of one line, the
bisector line also moves accordingly to maintain an equal angle
between two lines (Figure 3 middle left top). On the other hand, in
virtual to physical interaction, the position of a physical robot can
dynamically change based on the maintained geometric constraint.
For example, in a similar situation, when the user moves the angle
of the two lines by virtually moving one end of the line, then the
position of the robot moves accordingly to maintain the equal angle
of geometric constraint (Figure 3 middle left bottom). The geometric
constraints can be various positional relationships such as length
and angle, which can govern how virtual or physical objects behave
through the connected and bound parameters.

3.2.3 Applied Force. Through bi-directional interaction, the user
can also apply force to both virtual and physical objects. For ex-
ample, in physical to virtual interaction, the user can apply an
extension force to a virtual spring by deforming a virtual spring
object (Figure 3 middle right top). In a similar way, the physical
interaction can deform soft materials such as clothes or elastic
string sketched in the virtual world. On the other hand, in virtual
to physical interaction, the user can apply force to a physical object.
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For example, the user can apply gravity force to the physical robot,
so that the robot starts moving in a certain direction with a gravity
force (Figure 3 middle right bottom). Such virtual force can take
different forms such as magnetic force or friction.

3.2.4 Collision. Finally, dynamic collision refers to an interaction
between virtual and physical objects, in which these objects collide
with each other. In contrast to the boundary constraint, which
focuses on the collision between dynamic and static (stationary)
objects, the dynamic collision focuses on the interaction of multiple
dynamic objects between virtual and physical worlds. For example,
in physical to virtual interaction, a physical dynamic object hits a
virtual dynamic object, which creates a movement and collision of
the virtual object. In the same way, in virtual to physical interaction,
a virtual object hits a physical object, then it moves the physical
object.

4 DEMONSTRATING SKETCHED REALITY
4.1 System Overview
To demonstrate the concept of Sketched Reality, we develop a sys-
tem that combines an AR sketching interface and actuated tangible
interfaces, based on tabletop-size small robots. More specifically,
our system employs iPad and WebXR for AR sketching and Sony
Toio mobile robots 1 for actuated tangible objects.

Figure 4: Basic setup of our system. The user draws virtual
sketches through the iPad screen and Apple Pencil. After
the simple calibration, the embedded 2D canvas onto a table
surface in AR can be synchronized with the Sony Toio coor-
dination. The green lines and objects represent the virtually
sketched objects whereas a yellow cube object represents the
physical Toio robot.

4.1.1 Interaction Workflow and Techniques. In our system, the user
can actuate Sony Toio robots through AR sketching interactions.
As we discussed in the Design Space section, there are several
approaches, such as colliding virtual and physical robots, constrain-
ing robots’ motion with virtual lines, and applying force to the
1https://www.sony.com/en/SonyInfo/design/stories/toio/

robots through virtual property or environmental force. Similar
to RealitySketch [52], the user can interact and manipulate the
tangible Toio robots to modify the virtual sketched behaviors, but
also modify or simulate the virtual sketches to change the behavior
of tangible Toio robots through virtual geometric constraints or
collision.

In our Sketched Reality system, the system allows the following
interaction workflow for bi-directional sketching interaction:

(1) The user first selects a horizontal or vertical surface in the
real world, then calibrates the position and coordination of
the embedded 2D canvas to synchronize the coordination of
the mobile robots.

(2) The user sketches a line in an AR screen using the iPad touch
screen and Apple Pencil.

(3) The system recognizes a sketched line and creates a virtual
body (closed shape like a circle or rectangle) or constraint
(open shape such as lines or spring) based on the drawn
shape.

(4) The user can apply property or force to both virtual sketched
objects and physical robots in AR by selecting dynamic (af-
fect gravity force) or static object (stationary object which
does not affect gravity force).

(5) The user can interact with virtual or physical objects through
virtually manipulating objects in AR scene or tangibly ma-
nipulating physical objects in the real world.

In the following section, we will describe each step in more detail.

4.2 Select a Surface and Calibrate the Position
4.2.1 Surface Detection. Sketched Reality system leverages mo-
bile augmented reality (A-Frame and 8th Wall on iPad) to embed
sketches onto a real-world surface. The user sketches with a pen
on a touchscreen, where the sketched elements are overlaid onto
a camera view of the real world. All of the sketched elements are
2D, so the user first needs to define the embedded 2D canvas by
selecting a horizontal or vertical surface in the real world. Our
system employs WebXR (8th Wall [1]) for the surface detection so
that the system allows the user to sketch on a detected surface.

4.2.2 Calibration between AR Canvas and Physical Robot’s Coordi-
nation. In Sketched Reality, the virtual and physical worlds need to
be seamlessly coupled and synchronized with each other. Therefore,
the coordination of the virtual and physical worlds is an important
requirement for the system. To do so, once the system detects the
surface, then the system allows the user to calibrate the position
of the embedded 2D canvas in AR and Toio robot coordination. To
calibrate the position, the user simply taps the center and left top
corner of the physical square mat (Figure 5 left). Once the user taps
two points, then the AR view shows the two red dots to confirm
the position. When the calibration step is done, then the user can
start drawing on a physical mat.

Themain reasonwe chose the Sony Toio robot is its sophisticated
and easily deployable tracking system. For tracking and localization
of the robot, Toio has a built-in look-down camera at the base of the
robot to track the position and orientation on a mat by identifying
unique printed dot patterns, similar to the Anoto marker 2. The

2https://en.wikipedia.org/wiki/Anoto
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built-in camera reads and identifies the current position of the
robot, enabling easy 2D tracking of the robots with no external
hardware. Therefore, we can precisely track the location of multiple
Toio robots on a physical square mat (Figure 5 left).

We leverage this built-in position and orientation tracking ca-
pability for synchronization between AR and the physical world.
Based on the above simple calibration process, the system canmatch
the coordinate systems between the Toio mat and the AR sketching
canvas.

Figure 5: Position Calibration and Sketching to Create Circle
Shapes: By tapping the screen and selecting the surface with
two points, the user can calibrate the position between the
AR canvas and the physical robot’s coordination(left). Then,
the user can create the 2D object in the AR scene by sketching
a closed line. When the user draws a closed circle, the user
can create a 2D ball shape of the body on a screen(middle).
The user also can create an attached constraint with a single
line by drawing to the sketched 2D body(right).

4.3 Sketch to Create Shapes and Constraints
4.3.1 Sketch a Line and Recognize a Shape. In Sketched Reality sys-
tem, the user can create a virtual object with a simple line drawing.
In our system, we have two virtual object categories: 1) body and
2) constraint. For constraint, it also has several variations such as
fixed-line constraint, spring, or geometric relationship. The user
can create these virtual objects by sketching them on a screen. In
general, the closed line can be categorized as a body and the open
line can be categorized as a constraint.

4.3.2 Create a Body with a Closed Line. First, the system detects
the body or constraint based on the shape. By default, the system
can basically recognize two different categories: 1) body and 2)
constraint. The body refers to the virtual object such as circles or
rectangles, whereas the constraint refers to the virtual relationship
between bodies, such as a constant line or spring. For example, in
Figure 5, the user draws a circle shape, then the system recognizes
it as a virtual circular shape body, which is embedded in the AR
view. Once the body is generated by sketches, the system shows
the 2D object in the AR scene. In a similar manner, Figure 6 left and
middle illustrates the situation where the user draws a rectangle
shape and the system recognizes and embeds the rectangle body in
the AR scene. By default, this 2D object is a floating body, which
enables the collision with virtual or physical objects but does not
affect gravity force.

4.3.3 Create a Constraint with a Non-Closed Line. Similarly, the
user can also create a constraint by drawing a non-closed line. By
default, the system supports two different constraints: 1) a static
line constraint, and 2) a spring constraint. The system recognizes

Figure 6: Sketching to Create Rectangle Shapes: The user can
create a 2D rectangle shape of the body by sketching a closed
rectangle-shaped line (left, middle). Then, the user applies
static property to the sketched virtual rectangle from the AR
menu (right).

these two constraints based on the sketched line shape. Similar to
RealitySketch [52], if one end of the line is attached to a body (either
virtual or physical), it creates an attached constraint in which when
the body moves, the attached end of the constraint also moves and
follows. For example, Figure 5 right and Figure 6 left show the user
draws a line to the virtual sketched circle in AR. In this way, the user
can create a fixed-length geometric constraint between the point
on the surface and the attached virtual object. The end of these line
constraints can not only be attached to the virtual sketched objects,
but also attached to the physical robot.

4.4 Apply Force or Property to Virtual or
Physical Object

4.4.1 Applying Force or Property to Virtual Objects. Once the user
creates the virtual sketched object, the user can also change the
property of the body or constraint through the AR interface. For
the body, the user can choose the property of either 1) dynamic
body or 2) static body. The dynamic body refers to the object that
can move on a canvas, being affected by the gravitational force,
such as a bouncing ball and block that falls down. On the other
hand, a static body refers to a stationary object, such as a wall,
boundary constraints, or slope that does not move. For example,
the dynamic body can move based on the collision, while the static
body does not move. Virtual objects with different properties can
achieve different virtual-physical interactions, such as boundary
constraints (static vs dynamic objects) or collisions (dynamic vs
dynamic objects). To specify the property, the user can simply
tap the sketched object, then the AR interface shows the menu of
“Add Gravity” or “Static”. For example, Figure 6 right illustrates the
user applying the static body property to the sketched rectangle
shape. Once the user selects the menu, then the property of the
selected virtual object will change. In a similar way, the user can
also change other properties of the constraint. For example, the
user can change the elasticity of the static line constraint or spring
constraint by tapping and selecting the menu attached to these
sketched constraints. Similar to RealitySketch [52], the user can
also apply the geometric constraint, such as the parameter of the
constraint (e.g., length or angle of the constraint).

4.4.2 Applying Force or Property to Physical Robots. In our system,
physical robots also behave as dynamic or static bodies. Therefore,
the user can also change the property or apply force to the physical
robots, in the same way, we do with virtual sketched objects. This
functionality helps the robots interact with virtual objects through

6



Figure 7: Apply Force or Property to Physical Robots: When
the user places a physical robot on the mat (left), the user
can see the menu of “Add Gravity” or “Static” (middle). The
physical robot can collide with the virtual rectangle object
by applying gravity (right).

bi-directional interaction. When the user places a physical robot on
the mat, then the system starts tracking the position of the robot
and shows a yellow overlaid shape on top of the robot in AR view.
In a similar manner, the user can tap the robot in the AR interface
to show up in the menu of “Add Gravity” or “Static”. For example,
if the user specifies the robot to be dynamic and effect by gravity,
the robot can fall down in the direction of gravity. Furthermore,
Figure 7 shows that the user selects the added gravity to apply
the dynamic body property to a robot, then the robot starts falling
down. Since the user applies the static object property to the virtual
rectangle shape in Figure 6, the robot hits the ground and stays on
top of the static body ground.

By applying force or property to virtual or physical objects, then
these objects start interacting with each other. For example, Figure 8
shows that when the user applies gravity to a virtual pendulum ball,
then it starts swinging to hit the robot to collide with each other
so that the physical robot moves and starts falling down from the
static ground. The user can also change the shape of the physical
robot by tapping and drawing a physical robot. For example, when
the user taps the physical robot and starts drawing, then it changes
the virtual shape of the physical robot (e.g., change the yellow
shape to a circular shape), which can change how to behave when
interacting with virtual objects.

4.5 Interaction between Virtual and Physical
Objects

4.5.1 Manipulating Virtual Objects. Once sketching and property
change are done, the user can start interacting with the virtual
objects. The dynamic body object can be basically manipulated
with pen or touch interaction, so that the user can drag the object
to a different position to interact with virtual or physical objects.
These virtual interactions can affect the physical robots through
collision, geometry constraints, boundary constraints, and applied
force.

4.5.2 Manipulating Physical Robots. In the same way, the user can
also manipulate and interact with physical robots through tangi-
ble and embodied interaction. With this interaction, the user can
also affect and move the virtual objects in a seamless manner. This
interaction allows a couple of different interactions for actuated
TUI. First, it can support users in manipulating and controlling the
actuated TUI and robot motion. Second, it can also support users
to give another cycle to interact, observe, and interpret tangible
physics models to explore and examine models. This allows users

Figure 8: Interact between Virtual and Physical Objects:
When the user applies gravity to the virtual sketched pen-
dulum created with a circle-shaped body and an attached
constraint (right), the virtual pendulum can affect the physi-
cal robot through collision, geometry constraints, boundary
constraints, and applied force (middle). After the collision
with the virtual pendulum, the physical object falls from the
virtual rectangle scaffold through applied gravity force (left).

to 1) observe how the improvisational sketched models affect the
motion of actuated TUIs based on the sketched relationships, 2)
tangibly interact with the virtual physical models to perceive and
explore the behaviors, 3) interpret to further understand how cer-
tain sketched relationship or physic model affects the behaviors.
After users interact and interpret, they can go back to sketch mode
to modify and improvise the models. In such a way, it can support
iterative and explorative understandings.

5 IMPLEMENTATION
5.1 Mobile Robot Tracking and Control
We use Sony Toio, small tabletop-size robots, for actuated physical
objects of our system. The system can track each Toio robot’s
position based on the pattern-printed tracking mat. Each robot has
3.2 cm x 3.2 cm x 2.5 cm and can travel at the speed of 24 cm/sec
horizontally. The tracking mat covers 55 cm × 55 cm on top of
the table and can track the position with a 1 mm error. To control
the Toio robot, we need a Node.js server to run the control script,
based on the open-source library of toio.js 3. The Node.js server
running on MacBook Pro 16-inch (Intel i7) can communicate with
Toio robots through Bluetooth communication. One MacBook Pro
can communicate and control up to 7 Toio robots simultaneously.
For the controlling algorithm, we adapt to the open-source library
of the existing Toio-based research project [35] 4 and rewrite the
algorithm for Node.js based on toio.js.

5.2 AR Sketching Interface
For AR Sketching, we implement the interface based on WebXR,
using A-Frame, Three.js, and 8th Wall. In A-Frame and Three.js,
the HTML canvas can be embedded as an interactive 2D surface
on top of the plane geometry. We show this canvas texture onto
a square-shaped plane geometry, which can match with the Toio
tracking mat. To detect the touch and pen interaction, we use ray
casting from the camera to get the intersection between the ray
and the canvas plane geometry. Then, by calculating the position
within the 2D canvas based on UV mapping of the touched point,
we convert the 3D touch position into the 2D coordinate of the
canvas. To dynamically render 2D shapes, we employ Konva.js

3https://github.com/toio/toio.js/
4https://github.com/mitmedialab/HERMITS_UIST20
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Physics Education Explorable Mechanism Tangible Gaming In-situ Programming

Rube Goldberg Machine Scissors Grab Pinball Game In-situ Actuated TUI

Newton's Cradle Mechanical Piston Hockey Game Programming Motion by Sketching

Figure 9: Application Sketches: Sketches highlighting the capability of Sketched Reality through Physical Education (left),
Explorable Mechanism (middle left), Tangible Gaming (middle right), In-situ Programming (right).

for HTML Canvas drawing and manipulation and React.js for the
JavaScript framework. Konva.js only supports the rendering of the
virtual shape, thus we also use Matter.js for the 2D physics engine.
By computing the position of each shape at each frame, we can
animate the virtual sketched shape in Konva.js based on the physics
simulation. In a similar manner, the system can also show the yellow
object based on the robot’s position. For the basic shape recognition,
we use the JavaScript version of $1 Unistroke Recognizer, to detect
the shape of a circle, rectangle, static constraint line, and spring.

5.3 Server and Communication
To synchronize between AR sketching and Toio robots, the system
needs to communicate between the client-side web browser and
Node.js server. To this end, the system uses the WebSocket protocol
to 1) send the command to the next position of the Toio robot from
the browser to the Node.js server, and 2) send the current position
of each Toio robot from the Node.js server to the browser. In this
way, the system allows synchronous communication between the
AR interface and Toio control. The system runs a Node.js server on
MacBook Pro (2021 16-inch Intel i7 CPU, 16GB RAM), which can
communicate and control all of the robots.

6 APPLICATIONS
The bi-directional interaction between AR sketch and actuated user
interface opens up a broad set of applications, allowing the user
to interact with digital information in improvisational, responsive,
reality-embedded, and tangible ways. This section introduces mul-
tiple application areas and examples within each area to highlight
the capability of Sketched Reality (Figure 9).

6.1 Physics Education
Firstly, Sketched Reality can be used for physics education. While
physics is commonly difficult to be taught only with equations and
textbooks, through Sketched Reality, the combination of tangible
objects together with overlaid sketches that define the abstract
properties between objects can be useful for children and students
to tangibly learn the concepts.

As shown in Figure 10 and 11, users can sketch different objects
and strings in AR that interacts with actuated TUIs. By construct-
ing their own physics setups that can be interacted tangibly, users
could learn basic physics knowledge. In these setups, users can iter-
atively adjust different parameters of the physics sandbox through
sketches.

Figure 10: Physics Education Application - Rube Goldberg
Machine: a user releases a physical Toio robot from the above
(left), then the physical robot, with virtual gravity, rolls down
the virtual slope then hits a virtual ball (middle). The virtual
ball, in turn, affects another physical Toio robot, that is trig-
gered to move (right).

The sketch can be done by students/learners, for them to explo-
ratively and interactively learn physics behaviors, while it can also
be done by teachers in classrooms for them to instantly construct
physics simulations to describe and demonstrate different physics
concepts intangible manner. Experiential and dynamic aspects give
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Figure 11: Physics Education Application - Newton’s Cradle:
users can sketch a set of virtual strings and balls that reacts
to a physical robot’s movement triggered by users. Once a
physical robot, representing a ball, is released by a user (left),
the kinematic force is propagated through the virtual balls
after the collision with the virtual ball (middle), then the
motion is transmitted to another physical robot (right).

tangibility to users. Through actuation, the actuated TUIs can rep-
resent physics properties in a dynamic and haptic way – e.g. users
can feel the magnitude of gravity or mass via haptic feedback from
the actuated tangibles [25].

6.2 Explorable Mechanism
ExplorableMechanism application demonstrates the use of Sketched
Reality for mechanical design tasks. Similar to physics education,
users can improvisationally design mechanisms where the virtual
relationship is defined between actuated TUIs. Once interacted
kinematic relationships are defined through AR sketches, users can
grasp the Toio robots to control and examine the behavior of the
mechanism. For example, as shown in Figure 12, a basic mechanism
such as a piston can be verified through AR and actuated TUI, that
dynamically responds to human input by grasping the actuated
TUIs representing a handle of mechanism to control.

Figure 12: Mechanical Exploration - Piston Mechanism: As
a user sketches a set of virtual link mechanisms attached
to physical robot bodies, he/she can manually move one of
the kinetic elements to explore and simulate the designed
kinematics. The result is employed through the other robot’s
physical motion.

Mechanism design tasks could be difficult to get a tangible sense
to simulate and test in screen-based CAD tools without tangibility.
For example, some research works like Mechanism Perfboard [22]
argue that the use of AR simulation improves the trial and error
in mechanism design. In Sketched Reality, mechanism design and
exploration application incorporate advantages from these tools
for users to quickly iterate with sketches and physically explore
and test through tangible interactions.

6.3 Tangible Gaming
Tangible Gaming applications bring virtual and graphical informa-
tion together with immersive haptic and tangible interaction via
the robots for creating storytelling and entertainment. For example,

similar to Angry Birds [45], users can pull the robots using a virtu-
ally sketched spring or sling-shot to aim at targets either virtual or
physical (Figure 1).

Figure 13: Tangible Gaming - Pin Ball: With the combination
of virtually sketched obstacles and physical robots, users can
enjoy playing virtual pinball by manually moving flippers
(represented by Toio robots) to hit a robot, representing a
ball. Users can feel the force through the flipper robots.

Users can feel the spring-like haptic feedback as gradually pulling
the robots on the spring by dynamically controlling the actuation
of robots, then see the trajectory to hit targets after releasing. Users
can sketch different obstacles and stage gimmicks for making inter-
activity and gaming. Figure 13 represents how AR sketching can
be used for pinball gaming, allowing users to sketch obstacles and
play the game with a physical controller and moving physical balls.
A similar gaming experience can be created for pong (Figure 14),
where virtual and physical balls are mixed together for advanced
game mechanics.

Figure 14: Tangible Gaming - Pong: a pong game can have
both a virtual ball and a physical ball for two competing
players to hit and play.

6.4 In-situ Programming
As AR interfaces and sketches have been used for defining and pro-
gramming the behavior of IoT devices and robots [15, 50], Sketched
Reality can be used to define the relationship of multiple robots
as a way for users to program their behavior as everyday physical
and actuated user interfaces. For example, as shown in Figure 15,
by sketching lines between robots with variable angles in-between
with an input slider, users can define the relationship in-between
these components to bridge the input and output via AR sketch.

Such behavior can be dynamically used to develop bi-directional
actuated interaction for users to define the relationship between
actuated objects. In Figure 16, sketching allows users to create an
in-situ virtual rope, that, after sketching, they can use this virtual
rope to manipulate the behavior of multiple robots.

7 DISCUSSION AND FUTUREWORK
7.1 Different Approaches for AR Sketching
While our implementation mostly focuses on tablet-based AR, we
acknowledge that mobile AR is just one of the possible approaches
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Figure 15: In-situ Programming - Actuated TUI control: by
drawing linkage lines between the three robots as well as
an input slider for another robot, users can tangibly define
the angular relationship between robots through the input
slider.

Figure 16: In-situ Programming - Rope Control: With the
combination of a virtually sketched rope and physical robots,
users can control the movement of physical robots through
the control of virtual rope action.

among many. Based on AR and Robotics taxonomy [50], there are
three possible approaches: 1) mobile AR, 2) head-mounted displays
(HMDs), and 3) projection mapping. In this section, we will discuss
the pros and cons of each approach and give a holistic comparison
of each of them.

7.1.1 Mobile AR. As we showed, tablet-based AR sketching tools
allow an easy setup and implementation in a mobile setting. In
addition, it allows using a pen or finger for tactile feedback while
drawing. However, the biggest limitation of this approach is non-
hands-free interaction. For example, in our setup, we used a
tripod to overcome this issue, but this may not always be optimal.
The use of a smartphone could alleviate this problem, but the screen
size is limited.

7.1.2 HMDs. On the other hand, head-mounted displays (HMDs),
like Hololens, allow hands-free interaction. This approach can
address the current limitation, as the user does not need to hold the
tablet when interacting with the virtual sketches and physical TUIs.
In contrast, however, precise sketching interaction through fin-
ger and gestural interaction in HMD is still a challenge. In par-
ticular, the lack of tactile feedback of mid-air gestures makes
the precise sketching interactions much harder [5]. Therefore, we
should consider the sketching interface for touch interaction like
MRTouch [56]. In addition, it is not trivial to share the experience
with multiple users.

7.1.3 Projection Mapping. A projector allows the collaborative
multi-user experience. This approach also enables hands-free
interaction for multiple users, which is especially appropriate for
educational use cases. However, The setup is not mobile and always
requires a tedious calibration process. Moreover, in this way,
the interaction and implementation can become more complex. For
example, the system needs to distinguish between sketching, menu
selection, virtual object dragging, and physical object dragging,

which is not trivial and often requires another tracking mechanism
for sketching.

7.1.4 Combination. Alternatively, an exciting future direction could
be to combine multiple approaches. This allows us to leverage
each benefit and overcome limitations of each approach. For exam-
ple, previous research shows the benefits and advantages of using
Mobile AR + HMD (e.g., BISHARE [58], SymbiosisSketch [4]) or
HMD + Projector (e.g., ShareVR [13], AAR [14]). In future work,
we should also explore different approaches for AR sketching and
investigate how each approach would benefit the user interaction
and experiences.

7.2 Benefits of Bi-Directionality
In this paper, we mostly focused on the exploration and demon-
stration of the Sketched Reality concept, and we did not formally
evaluate the benefits of bi-directionality of AR and actuated TUIs.
However, we believe AR sketches and actuated TUIs can benefit
each other in many ways. Therefore, we would like to outline such
benefits in this section.

7.2.1 How AR Sketching Benefits from Actuated TUIs. Actuated
TUIs allow a number of benefits that cannot be done solely on AR.
For instance, consider that in situations like Tangible Gaming, users
can feel the elastic force of a virtual spring while pulling the robot
(Figure 1). Also, in situations like exploration of mechanical linkage
examples (Figure 12), the direct tangible manipulation allows the
user to feel the constraint of the virtual object. In addition, if
it enables the multi-user collaboration in a classroom, each user
can interact with each other through virtually inter-connected
physical objects. Such an experience can never be achieved solely
with AR sketching.

7.2.2 How Actuated TUIs Benefit from AR Sketching. On the other
hand, AR sketching allows the instantaneous creation of virtual
objects, which may greatly increase the expressiveness of the actu-
ated TUIs. For example, AR allows the scalable and flexible object
instantiation (like virtual rope), which cannot be done with phys-
ical objects. The user can easily change, scale, and modify such a
virtual object beyond the traditional physical constraints [40].

7.2.3 Beyond the Current Implementation. Due to the current limi-
tation of mobile AR, such benefits may not be entirely clear as the
experience seemingly takes place in the virtual world, not in the
physical world. This is mostly because the mobile AR approach
cannot fully blend the virtual and physical worlds, as it enforces
the user to watch the tablet while their hands interact with the
tangible. However, we envision the near future where everyone
has an AR headset and the entire physical world becomes the in-
teractive canvas. In such a fully blended reality world, we expect
these benefits would become more interesting and clearer. We are
interested in how our concept can be implemented in such a fully
blended world in the future.

7.3 Exploration of Different Hardware
The concepts mentioned in this paper are not limited to mobile
tabletop robots, but also can be expanded to different hardware. For
example, larger-size robots like robotic vacuum cleaners or robot
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dogs could also be controlled through virtual sketched objects. Al-
ternatively, we are also interested in further applying our concept
to other actuated TUIs or shape-changing user interfaces. For exam-
ple, the bi-directional interaction between AR and shape displays
could be an interesting future exploration. Such interactions are
partially explored in inFORM [10], but we believe there should be a
larger design space for bi-directional virtual-physical interactions.
In addition, we are also interested in exploring bi-directional inter-
actions between virtual sketches and IoT devices. For example, the
user could turn off or change the color of light bulb with sketched
AR objects. By leveraging IoT and other robots, we could bring such
an interaction to the everyday environment. We believe the ground
concept and design space proposed in this paper help the future
exploration in the future.

7.4 Advanced Sketch and Control Properties
In this paper, we have demonstrated the concept of Sketched Re-
ality through preliminary sketching primitives (e.g., lines, blocks,
spheres, and springs) with basic behaviors (e.g., bouncing, colliding,
and linkage motions). A future implementation should incorporate
more complex shapes, behaviors, and properties for users to flexibly
sketch different elements and properties such as mechanical gears,
friction/adhesion properties, or elastic surfaces. Increasing the li-
brary of sketch shapes and properties would enrich the versatility
and adaptability of each application, for users to explore, improvise
and touch AR sketches.

7.5 Scalability of Robots, Users, and Interaction
Area

The scalability of robots, users, and interaction areas is obvious
limitations in our prototype that can be further explored in the
next steps. While a variety of user interaction methods with swarm
robots have been proposed [24], we believe our proposed sketch-
ing interaction will further allow users to manipulate and interact
with tens and hundreds of robots with in-situ sketches. Addition-
ally, as sketching interactions are commonly introduced for multi-
user interaction setup for collaborative and cooperative sketch-
ing/drawing, such a direction should be further explored in the
future physical space, where a number of robots and a number
of people exist. Additionally, while the current sketching area is
limited to the mat of Toio, we plan to extend the interaction area
much larger to, for example, our entire living space for full-spatial
interactivity taking advantage of explorable AR, combined with
embedded actuation in the real world.

7.6 User Study and Evaluation
While our paper primarily focused on the basic concept and pro-
totype, we hope to further explore and evaluate our system with
user studies. Such studies could compare the immersion, control
efficiency, as well as enjoyment of user interaction with AR sys-
tems with and without our system. Application-specific evaluations
could be explored further to understand the effect of our system.
For example, for learning abstract physics or kinematics concepts,
previous research like Mechanism Perfboard [22] or HoloBoard [12]
provides evidence of the benefits of blending virtual and physical
interactions for education. We believe the bi-directional sketching

interaction proposed in this paper can also provide similar benefits
in education and entertainment. As sketching interaction gives full
freedom for people to control and design interaction with actuated
TUIs, such evaluations should further suggest novel design space
and functionality for bi-directional sketching interaction.

8 CONCLUSION
In this study, we proposed Sketched Reality, a concept of bi-directional
virtual-physical interaction between AR sketches and actuated tan-
gible user interfaces. Our design space categorized such a general
interaction into four different categories, and we demonstrated
this design space with a proof-of-concept prototype using table-
top mobile robots and an iPad-based AR sketching tool. With our
implemented prototype, which combines AR, sketching interface,
robot control, and primitive physics simulation, we have intro-
duced a set of interaction techniques and demonstrated several
applications, including tangible physics education for children, ex-
plorable mechanism, tangible gaming, and in-situ robot program-
ming and actuated TUIs. We have discussed limitations and future
work to highlight broader challenges to enable virtual-physical
bi-directional interaction for the future physical environments in
which digital computation and actuated robots are integrated.
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